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Abstract

Despite noise and caption quality having been acknowl-
edged as important factors impacting vision-language con-
trastive pre-training, in this paper, we show that the full
potential of improving the training process by addressing
such issues is yet to be realized. Specifically, we firstly
study and analyze two issues affecting training: incorrect
assignment of negative pairs, and low caption quality and
diversity. Then, we devise effective solutions for address-
ing both problems, which essentially require training with
multiple true positive pairs. Finally, we propose training
with sigmoid loss to address such a requirement. We show
very large gains over the current state-of-the-art for both
image recognition (∼ +6% on average over 11 datasets)
and image retrieval (∼ +19% on Flickr30k and ∼ +15%
on MSCOCO).

1. Introduction

Large-scale contrastive image-text pre-training has emerged
as the prevalent method for vision-language representation
learning [14, 21, 28, 30, 39, 52, 53]. The majority of
datasets employed for pre-training are web-collected [4, 10,
35, 41–44, 46]. They offer a varied data distribution and
are sufficiently large to effectively train high-performing
vision-language models. However, since the raw captions
for each image are typically extracted from associated tags
or descriptions, they often exhibit low quality, being noisy
and suboptimal for training purposes [21, 28]. Although
some attempts to fix such issues have been already de-
scribed, to some extent, in literature (e.g. ALIP [51],
BLIP [28]), in this work, we show that the full potential of
improving the quality of the training process is far from be-
ing fully realized. Specifically, by studying and addressing
specific issues related to noise and low data quality, in this
work, we show that our improved vision-language training
pipeline can achieve massive gains over the current state-
of-the-art methods for both image recognition (∼ +6% on

Figure 1. Our approach, FFF, achieves state-of-the-art accuracy
across multiple datasets, largely outperforming prior methods.

average over 11 datasets) and image retrieval (∼ +19% on
Flickr30k [54] and ∼ +15% on MSCOCO [31]).

The first issue we study is related to noise impacting con-
trastive learning: near-duplicate samples which are incor-
rectly treated as negative pairs. Even within a batch, it is not
uncommon to find images and/or captions that are seman-
tically similar or even identical. Since standard contrastive
learning assumes one positive pair, this significantly hinders
the training process and the quality of the trained models.

The second issue we study is related to low caption qual-
ity and diversity. Captions can be short and lacking detail,
noisy, or even entirely irrelevant to the image. Moreover,
since the mapping process between image and text is one-
to-many, more than one caption is needed to provide an ap-
proximate description of the image.

To fix issue one, we propose an algorithm that mines new
positive pairs based on image-text, image-image, and text-
text similarities, aiming to decrease the number of false neg-
atives in the training data arising due to semantically similar
images and/or captions.
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We fix issue two by firstly generating pseudo-captions
for each training image using a state-of-the-art image cap-
tioning technique [29] that will act as new true positives for
a given image. Then, we propose batch text augmentation
for training with multiple pseudo-captions (i.e. five captions
per image selected via beam search) within the same batch
to effectively increase caption diversity.

Importantly, after applying the proposed solutions, we
end up with a variable number of positive pairs per im-
age i.e. newly mined positive pairs and multiple pseudo-
captions per image. This implies that we need to train our
model with a loss function that accommodates multiple pos-
itives and is robust to potential errors in the mining process.
Unfortunately, neither contrastive loss [39] nor supervised
contrastive loss [22] can be directly applied for this case.
To this end, we propose to use the sigmoid loss [55] which
allows the number of positives to vary dynamically per sam-
ple and per batch at no extra cost and is also robust to noise.

Overall, we make the following contributions:
• We study and provide in-depth analyses of two important

issues related to vision-language training process/data:
false negative pairs due to semantic near-duplicates, and
low caption quality and diversity (Sec. 2).

• We provide two simple algorithms for addressing the
aforementioned issues: The first one uses text-image,
image-image, and text-text similarities for eliminating in-
correctly assigned negatives and mining new true posi-
tives. The second uses the proposed batch text augmenta-
tion for training with multiple pseudo-captions per image
within the same batch. Both solutions induce multiple
new positives per each training image. To address this,
we propose to use sigmoid loss for training the model.
See Sec. 4.

• We show very large gains over the current state-of-the-art
for both image recognition (∼ +6% on average over 11
datasets) and image retrieval (∼ +19% on Flickr30k and
∼ +15% on MSCOCO) (Sec. 5). We further ablate the
impact of many important components of our method in
Sec. 6.

2. Flaws of web-collected datasets & potential
solutions

Several observations drawn by analyzing the flaws of a web-
collected dataset (CC3M dataset), motivating the proposed
approach, are provided below:
Original captions are noisy and repetitive: For example,
as illustrated in Fig. 2 for the CC3M dataset, original (raw)
captions contain a high number of generic captions that fre-
quently reoccur across the dataset (Fig. 2 (c)), and are often
semantically similar (Fig. 2 (a)). Moreover, many raw cap-
tions may be unrelated to their associated images and their
visual content, as indicated by low CLIP scores (Fig. 2 (b)).

Re-captioning enhances quality and diversity: A poten-
tial solution to this issue is the use of state-of-the-art image
captioning models (e.g. BLIP2 [29], OFA [47]) to generate
synthetic pseudo-captions, which can enhance the quality
and descriptiveness of the captions. When comparing raw
and pseudo-captions, it is evident that the latter are more di-
verse and semantically relevant to their associated images,
as shown in Fig. 2.

Multiple pseudo-captions should reduce noise: State-of-
the-art image captioning models, despite being capable of
generating fluent and diverse captions, are often trained
and bootstrapped from the same web-collected data used in
training vision-language models. Consequently, as shown
in Fig. 4, in some instances, the generated pseudo-captions
can be ambiguous and contain hallucinations, errors, and
stylistic biases similar to those found in the raw captions.
As a result, relying on a single pseudo-caption per image
can still introduce a high degree of noise and can hinder the
training of an effective vision-language model.

A potential solution to this issue is the use of multiple
pseudo-captions or multiple positives per image in the hope
that even if individual captions are incorrect, their ensem-
ble is of higher quality and better reflects the content of the
associated image. To probe for the possible positive effect
of using multiple synthetic captions, in Fig. 3 (a), we show
the intra-cosine similarities of 5 pseudo-captions generated
using beam search and, respectively, in Fig. 3 (b), the aver-
age image-text CLIP score between these synthetic captions
and their associated images - contrasted with the score cor-
responding to a single caption. We observe that: 1) a simple
method such as beam search can generate diverse synthetic
captions, and, more crucially, 2) using multiple positives per
image results in an improved ensemble that better describes
the image and helps alleviate the problem of false positives
due to incorrect individual instances.

Mining of new positives: As shown in Fig. 3 (c), even for a
relatively small batch of 1k image-caption pairs, it is com-
mon to find captions more similar to the image than the
ground-truth caption (i.e. higher ranks), and, as displayed
in Fig. 5, such high-ranking captions often contain true pos-
itives, which are captions that can be considered ground-
truth descriptions for the associated image.

A potential solution to this is the use of online mining of
new positives based on image and text feature cosine simi-
larities. However, as shown in Fig. 5, text-image pairs with
high cosine similarity can still be false positives. To reduce
them, we propose to mine the positives based on image-text,
image-image, and text-text similarities, aiming to decrease
the number of false negatives in the training data arising due
to semantically similar images and/or captions.
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(a) (b) (c)

Figure 2. Semantic and lexical diversity of raw and synthetic pseudo-captions of CC3M: (a): Average cosine similarities of each
caption and its 100 most similar captions using CLIP ViT-L/14 features. (b): Cosine similarities between features of each image and its
ground-truth caption. (c): The frequencies of the top-100 most frequent raw and synthetic pseudo-captions (generated using BLIP2). We
observe that the raw captions are semantically similar to each other (a), often not well aligned with their associated ground-truth images
(b), and contain a high number of basic and redundant captions (c). By swapping them with pseudo-captions, we observe an improved
diversity (a,c) and better image-text alignment (b).

(b)(a) (c)

Figure 3. Quality assessment of synthetic captions of CC3M: (a) Average intra-cosine similarities between 5 synthetic captions of
each image. (b) Cosine similarities between the features of each image and either the features of a single synthetic pseudo-caption or
the averaged features of 5 pseudo-captions. In (a) and (b), we observe that using multiple synthetic positives that are diverse (a), possible
erroneous captions can be corrected using an ensemble of pseudo-captions that better converge to the ground truth, resulting in text features
more aligned with their associated images (b). (c): The rankings of the ground-truth captions for each image in a batch of 1k image-caption
pairs. This shows that, even with relatively small batches, many negatives are well aligned with some images, and it is very likely that many
of these negatives are potentially correct matches for a subset of images, i.e. false negatives. Features are computed using CLIP ViT-L/14.

Raw Caption: Raw Caption:

consumer product on the 
balcony

fish - 40cm square acrylic painting 
of a cutter .

Raw Caption: Raw Caption:

Synthetic Caption: Synthetic Caption:

Synthetic Caption: Synthetic Caption:
walter hanks art fish seagull - 1939 beachfront condo - condo - rental - 

cabo del caballo - - 3 king

the cover of the song

dreamy movie , and actor as the leading 
man .

maurice nso, 1933, jug with gourds 
in the forest, hickory handle

vase with red top mushrooms in a 
forest

Figure 4. Qualitative samples of synthetic captions from
CC3M: We show 4 examples featuring original raw and synthetic
(BLIP2) pseudo-captions. These examples highlight typical limi-
tations and challenges observed in synthetic captions which, while
superior to raw captions, can still be considered noisy.

3. Related work

Contrastive pretraining under noisy web-collected data:
Current publicly available vision-language datasets are
mined from the internet automatically [4, 41, 42, 46] with
only basic automatic filtering applied, which results in im-

perfect annotations and duplicate or near-duplicate pairs.
A series of papers [1, 11, 15, 49] attempt to alleviate the
noise present in annotations by switching from hard to soft
labels, akin to knowledge distillation (KD), using various
combinations of contrastive loss (i.e. InfoNCE) and KL di-
vergence. The work in [49] constructs the soft labels using
an online entropic optimal transport algorithm implemented
via the Sinkhorn-Knopp algorithm. The probabilities for
each image add up to 1, with 0.5 on the diagonal and the
rest distributed. This assumes that, within the batch, there
are always some images that are somewhat similar. In our
case, we use hard labels, with multiple positives, perform-
ing reassignments only when the samples are sufficiently
close, instead of forcing a distribution in all cases. Fur-
thermore, we do not require running an optimal transport
method, nor rely on a contrastive loss. The work of [1] pro-
gressively self-distills soft image-text alignments to more
efficiently learned robust representations from noisy data.
At every iteration, a subset of labels are “soft” while the
rest are kept hard. Similarly, the work of [15] relaxes the
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Raw: view this image of automobile make
Synthetic: a black scion sti parked in the sun with cloudy sky

Raw: racecar driver steers his car during video game subject .

Synthetic: the red bull racing car is driving down a race track

Ground-truths:

Raw: looking east along a city from 1930s
Synthetic: an old photo of a city street

Raw: waiting on a cowboy - live music

Synthetic: two people are singing and playing an acoustic guitar in an empty warehouse

Raw: looking west that 's the old building on the far right .

Synthetic: an old photo of the street in the city

Ground-truths:

Ground-truths:

Raw: racecar driver of person steers his car during event

Synthetic: a formula racer in motion during evening session

Raw: seat achieves the record of cars

Synthetic: an older blue van in dozens of other cars

Captions with higher ranks than the ground-truths:

Captions with higher ranks than the ground-truths:

Raw: country artist and pop artist perform on stage during event

Synthetic: two people in musical costumes perform a song in a stage

Raw: young boy and girl singing a song in a choir

Synthetic: two people singing with an instrument - stock vector

Captions with higher ranks than the ground-truths:

Figure 5. Examples of high-ranking captions from CC3M: We
show 3 examples of raw and synthetic captions ranked higher than
the ground-truths from a batch of 1k image-caption pairs. In green,
we show potential false negatives that can be used as new positives
for improved training. However, possible false positives, as shown
in red, can still occur. These can be handled by the robust sigmoid
loss. Rankings are obtained using CLIP ViT-L/14.

strict one-to-one constraint, transitioning to a soft cross-
modal alignment by introducing a softened target, which is
generated from the fine-grained intra-modal self-similarity.
Additionally, they disentangle the negatives in the distribu-
tion to further boost the relation alignment, resulting in a
combination of InfoNCE loss performed with hard labels
and KL divergence. However, they do not perform batched
text augmentations with multiple positives, as in our work,
and still use a contrastive loss combined with KL, operat-
ing on soft scores. The works of [6, 19, 20] study the ef-
fect of removing false negatives in the context of unimodal
i.e. pure vision models, not considering the case of multi-
modal learning. The work of [20] flags (a very small num-
ber) of potential negatives using the aggregated score ob-
tained from multiple support views per image, [6] uses a
clustering based approach while [19] is based on ranked
positives, requiring a known class hierarchy (i.e. a fully
supervised case) or known changes/relations (i.e. videos).
The works of [6, 20] derive from the Supervised Contrastive
Loss, while [19] from InfoNCE. In contrast, our work oper-
ates on image-text data, takes into account multi-modal in-
teractions (I2T, T2T, T2I), does not use additional support
views, known hierarchies etc. and is easily scalable.

Following a different direction, BLIP [28] and their fol-
lowup [29] version, use a bootstrapping approach in which
the noisy captions are filtered out using the initial model,
which is then retrained on the new data. This interplay is
performed offline and requires training a multitask model.
The work of [40] presents a small-scale study showing
that random sampling of pseudo-captions improves CLIP,
concluding however that scaling up the number of image-

caption pairs appears to be more effective. Finally, very
recently, ALIP [51] adds a synthetic pseudo-caption and a
consistency gating mechanism that weights the influence of
the samples and image-text pairs on the contrastive loss.

Different from the aforementioned methods, we propose
to fix incorrectly assigned negatives and mine for new true
positives using text-image, image-image, and text-text simi-
larities. Moreover, to increase caption quality and diversity,
we further propose training with multiple pseudo-captions
per image within the same batch. As our methods require
training with multiple positives per image, we further pro-
pose to use the sigmoid loss [55] for training the model.

4. Method
This section describes the proposed method, whose aim is to
improve vision-language training by denoising and improv-
ing the quality of the training process/data. Specifically,
Sec. 4.1 addresses the problem of false negative pairs in-
herent to the noisy nature of large-scale image-text datasets
by re-assigning them as true positives1. Sec. 4.2 proposes
text batch augmentation for training the model with multi-
ple positives pairs. The effect of Secs. 4.1 and 4.2 is that, for
each training image, a variable number of positive-negative
pairs is formed (Sec. 4.3). Sec. 4.4 proposes a natural way
to train the model in this case by using the recently proposed
sigmoid loss for vision-language pre-training.

4.1. Fixing incorrect negatives

Let D be a dataset consisting of image-text pairs, with
B a batch of randomly selected samples (xi, ti), i =
1, 2, . . . , N . In addition to the ground truth positives
pairs (xi, ti), we seek to identify and correct wrongly co-
occurring negative pairs (xi, tj) on-the-fly. To achieve this,
let us first define the image-text, image-image, and text-text
cosine similarity matrices Sit = Xf · TT

f , Sii = Xf · XT
f

and Stt = Tf · TT
f , where Sit, Sii, Stt ∈ RN×N and

Xf ∈ RN×d and Tf ∈ RN×d represent the image and text
features, respectively.

Given the similarity score matrices, we define the assign-
ment matrix M ∈ {0, 1}N×N as follows:

M = (Sit > p1)∨ (Sii > p2)∨ [(Stt > p3)∧ (Sit > p′1)], (1)

where ∨ is the logical or and ∧ the logical and operator,
and p1, p

′
1, p2 and p3 are the thresholds above which a sam-

ple is marked as positive, with p′1 < p1. Note that we filter
the positives found with text-text matching using image-text
similarities (using threshold p′1), as we observed a high por-
tion of false positives within text-text matching, due to the
fact that repeated samples often correlate with poor overall

1It is possible that such cases can occur in clean datasets too, as multiple
captions can describe an image and vice versa, multiple images can be
described by one caption.
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Original mask

Contrastive loss

(a) Baseline [39]: Ground truth construction
and training loss. Prior work does not take into
account that some pairs may be incorrect nega-
tives and is limited to one positive per sample.

Images

C
ap

tio
ns

Original mask

Sigmoid loss

Correct pairs by measuring
T2I, T2T and I2I similarities

Corrected mask

(b) Fixing incorrect negatives: Our approach analyzes on the fly the image-text, image-image, and
text-text similarities, correcting wrong negative pairs. The model is trained using the sigmoid loss
(see Sec. 4.4) instead of the standard contrastive loss which is unsuitable for an arbitrary number of
positive samples.

Images

Original mask

Sigmoid loss

Correct pairs by measuring
T2I, T2T and I2I similarities

Corrected expanded mask

Im
ag

e
ca

pt
io

ne
r

( )

Automatically generate multiple
synthetic captions per image

Expanded mask with synthetic captions

(c) Overall approach combining fixing incorrect negatives (Sec. 4.1) with batch text argumentation (Sec. 4.2). The synthetic pseudo-captions are generated
offline and packed as part of the dataset.

Figure 6. Overview of our approach: Fixing incorrect negatives is shown in (b). In (c) we describe our combined approach (including
batch text augmentation) contrasted with the baseline of (a). Green squares denote positive pairs, while pink are negatives. Green squares
with a dashed border denote identified false negatives that are corrected to true positives.

image description fidelity. The choice of p1, p′1, p2 and p3
is empirical and generally depends on the characteristics of
the model. We ablate the dependency of the method on the
threshold values in Sec. 6 where we show little sensitivity.
Note that M re-assigns a variable number of positives to
each image. Fig. 6b depicts the construction process of M
at a high level.

In order to calculate the cosine similarity matrices
Sit, Sii and Stt required for the construction of M , we
use a pre-trained model. This is akin to a form of auto-
labeling/auto-filtering, where the pretrained model provides
a signal for re-assessing the labeling of the samples. Al-
though one could opt to use an EMA teacher-student ap-
proach, we found this simple approach to work sufficiently
well. Moreover, some possible errors in M can be handled
by the robust sigmoid loss used for training (see Eq. 2).

4.2. Batch text augmentation with multiple positives

The currently available image-text datasets [4, 42, 43] are
noisy, with high variability in the quality of the text de-
scriptions among samples. To improve data quality, we use
BLIP2 [29], an off-the-shelf image captioner, to generate
multiple pseudo-captions for each image in the training set
(see supplementary material for visual examples). Inspired
by [18], we propose to include all pseudo-captions as true
positives within the same batch, which we call batch text

augmentation. Note that simultaneously training with mul-
tiple pseudo-captions within the same batch has not been
considered in previous work. We show that this approach
enables the training of highly accurate models (see Sec. 5
and our ablation in Sec. 6). In the next section, we also
show how batch text augmentation can be integrated with
the mask construction process defined in Sec. 4.1. Finally,
we note that while batch text augmentation improves the
overall performance, it does not address the presence of se-
mantic near duplicates (i.e. false negatives) within the same
training batch.

4.3. Combined approach

Our approach for fixing incorrect negative pairs (Sec. 4.1)
and batch text augmentation (Sec. 4.2) can be naturally
combined in order to define the total number of true pos-
itives per image.

To this end, and without loss of generality, we assume k
captions per image (original caption plus pseudo-captions),
hence the total number of captions and images are related by
Ntxt = kNimg . Given this, the image-text similarity matrix
has now (by construction) size Sit ∈ RNimg×Ntxt . Hence,
the computation of Sii and Stt needs to be adjusted to re-
flect this change. For the image-image case, and as Nimg <
Ntxt, to make the image-image similarity matrix Sii have
the same dimensions as Sit, i.e. Sii ∈ RNimg×Ntxt , we
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replicate the scores k times. In other words, a given image
xi will share the score with each group of captions belong-
ing to image xj , ∀i, j ∈ Nimg . For the text-text case, the
similarity matrix is now of size Stt ∈ RNtxt×Ntxt . Anal-
ogously, to make the Stt have the same dimensions as Sit,
we take the average score between each caption of image xi

and all k captions of image xj .
Overall, we end up with similarity matrices of the same

dimensions Sit, Sii, Stt ∈ RNimg×Ntext and hence the as-
signment matrix M can be again constructed by applying
Eq. 1. The overall process is depicted in Fig. 6c.

4.4. Loss function

The symmetrical contrastive loss (i.e. text → image and im-
age → text) used in CLIP [39] supports only one positive
pair per sample (see Fig. 6a), being in discordance with the
requirement of training with a variable number of positive
pairs per image set by the proposed methods in Secs. 4.1
and 4.2. A solution to this problem could be given by the
Supervised Contrastive Loss [22], originally introduced to
enable multi-view training of supervised image recognition.
However, this loss is prone to noise [2], with the harder pos-
itive pairs dominating the signal and hindering, in part, the
effect from the rest of the positive samples. This is espe-
cially problematic in the context of web-collected datasets,
which are notoriously noisy. Finally, it is memory intensive
and computationally demanding. In practice, we observe a
1.9× slowdown for a batch size of 8,096 samples.

A natural alternative is the BCE loss, shown to outper-
form cross-entropy for image classification [48], and also
shown to be a viable alternative for image-text representa-
tion learning [55]. Such formulation is particularly advanta-
geous for the proposed approach, as the BCE loss natively
supports an arbitrary number of positives per sample per
batch, with the ground truth being provided simply as a bi-
nary mask. Moreover, the loss is more robust to noise in
general, and hence to false negatives and positives [55]. Fi-
nally, the initial negative bias prevents the model from being
forced to learn incorrect assignments early one. Hence, we
propose to use the following loss:

ℓmp = − 1

Ntxt

Nimg∑
i=1

Ntxt∑
j=1

log
1

1 + exp( mij(−sij/τ + β))
,

(2)
where mij is the i, j element of M (−1 for negative and 1
for positive pairs), and respectively, sij the i, j element of
the similarity matrix Sit.

As the negative pairs considerably outnumber the pos-
itive ones, to ensure that we start from a low initial loss
(making the same observation as in [55]), we add a learn-
able scalar β, set initially to a negative value. However, as
the number of positive pairs is dynamic and is typically tied
to both the specifics of the dataset and the threshold used to

define a positive sample, different from [55], we propose to
estimate β at the beginning of the training process. Specif-
ically, given the randomly initialized model, we sample b
batches out of the training set, and then compute and store
the cosine similarities. Then, given the scores and the cor-
responding labels, we search for β such that the initial loss
is minimized (everything else is kept frozen). The value of
β can be found either by gradient descent or alternatively,
by performing a grid search.

5. Results

Pretraining Datasets: To allow for fair comparisons with
prior work, we pre-train our approach on YFCC15M-
v2 [27], a subset of YFCC100M [46] containing ap-
proximately 15M image-text pairs. To cover different
dataset sizes, we also conduct experiments on CC3M [43]
and CC12M [4], and in the supplementary material, on
Open30M and Open70M datasets, further showcasing our
method’s scalability with respect to the dataset size.
Implementation details: Architecturally, we use the same
model topology and setting as in CLIP [39], specifically,
using AdamW [32], learning rate of 1e − 3 and weight de-
cay of 0.1, except for CC3M where we set the weight de-
cay to 0.5, as in prior work [30]. In terms of augmenta-
tions, we follow [30], randomly resizing and cropping the
image to 224 × 224px, applying random flipping, random
Gaussian blur (between 0.1 and 2.0) and color jittering (0.4,
0.4, 0.4, 0.1). For text, the data is truncated to 77 tokens.
Note, that the branch used to construct the assignment ma-
trix M uses no augmentations (i.e. resize to 256 × 256px,
followed by center crop, resulting in a 224 × 224px im-
age). The thresholds were set to p1 = 0.27, p2 = 0.92,
p3 = 0.99, p′1 = 0.24. Unless otherwise specified, the
models are trained for 32 epochs with a batch size of 8,096
on 8 NVIDIA A100 GPUs. All of our models and training
code are implemented using PyTorch [38].

5.1. Comparison with state-of-the-art

Following recent work on vision-language pretraining [16,
34, 51], we compare our method with state-of-the-art ap-
proaches for zero-shot classification and zero-shot retrieval.
See supplementary material for linear probe evaluation.
Zero-shot classification: For zero-shot classification eval-
uation, for the main setting, we select the common sub-
set of datasets that facilitate a direct comparison with prior
state-of-the-art. In particular, we evaluate our approach on
the following datasets: CIFAR-10 [24], CIFAR-100 [24],
Food101 [3], Pets [37], Flowers [36], SUN397 [50],
Stanford Cars [23], DTD [7], Caltech101 [12], FGVC-
Aircraft [33] and ImageNet [9]. The evaluation is per-
formed using the same prompt templates and class names
as in prior work [16, 34, 51].
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CLIP-ViT-B/32[39] YFCC15M 63.7 33.2 34.6 20.1 50.1 35.7 2.6 15.5 59.9 1.2 32.8 31.8
SLIP-ViT-B/32 [34] YFCC15M 50.7 25.5 33.3 23.5 49.0 34.7 2.8 14.4 59.9 1.7 34.3 30.0
FILIP-ViT-B/32 [52] YFCC15M 65.5 33.5 43.1 24.1 52.7 50.7 3.3 24.3 68.8 3.2 39.5 37.2
DeCLIP-ViT-B/32 [30] YFCC15M 66.7 38.7 52.5 33.8 60.8 50.3 3.8 27.7 74.7 2.1 43.2 41.3
DeFILIP-ViT-B/32 [8] YFCC15M 70.1 46.8 54.5 40.3 63.7 52.4 4.6 30.2 75.0 3.3 45.0 44.2
HiCLIP-ViT-B/32 [16] YFCC15M 74.1 46.0 51.2 37.8 60.9 50.6 4.5 23.1 67.4 3.6 40.5 41.8
HiDeCLIP-ViT-B/32 [16] YFCC15M 65.1 39.4 56.3 43.6 64.1 55.4 5.4 34.0 77.0 4.6 45.9 44.6
ALIP-ViT-B/32 [51] YFCC15M 83.8 51.9 45.4 30.7 54.8 47.8 3.4 23.2 74.1 2.7 40.3 41.7

FFF-ViT-B/32 (Ours) YFCC15M 75.8 56.3 58.6 59.8 62.1 61.5 16.3 33.4 79.6 4.6 51.1 50.8

Table 1. Zero-shot classification performance on 11 downstream datasets. All models were pre-trained on YFCC15M.

Text retrieval Image retrieval
Flickr30k MSCOCO Flickr30k MSCOCO

Method R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

CLIP-ViT-B/32[39] 34.9 63.9 75.9 20.8 43.9 55.7 23.4 47.2 58.9 13.0 31.7 42.7
SLIP-ViT-B/32 [34] 47.8 76.5 85.9 27.7 52.6 63.9 32.3 58.7 68.8 18.2 39.2 51.0
DeCLIP-ViT-B/32 [30] 51.4 80.2 88.9 28.3 53.2 64.5 34.3 60.3 70.7 18.4 39.6 51.4
UniCLIP-ViT-B/32 [26] 52.3 81.6 89.0 32.0 57.7 69.2 34.8 62.0 72.0 20.2 43.2 54.4
HiCLIP-ViT-B/32 [16] - - - 34.2 60.3 70.9 - - - 20.6 43.8 55.3
HiDeCLIP-ViT-B/32 [16] - - - 38.7 64.4 74.8 - - - 23.9 48.2 60.1
ALIP-ViT-B/32 [51] 70.5 91.9 95.7 46.8 72.4 81.8 48.9 75.1 82.9 29.3 54.4 65.4

FFF-ViT-B/32 (Ours) 85.3 97.5 99.4 61.7 84.5 90.4 67.6 89.1 93.3 44.3 70.9 80.1

Table 2. Zero-shot image-text retrieval on the test splits of Flickr30k and MSCOCO. All models were pre-trained on YFCC15M.

As the results from Tab. 1 show, our approach outper-
forms all prior methods, improving by 6.2% in absolute
terms on top of the previous best result of HiDeCLIP [16]
(which benefits from a better architecture) when aggregated
across 11 datasets. Notably, we set a new state-of-the-art
result on ImageNet, too (51.1%). Finally, we significantly
improve upon ALIP [51], which also makes use of synthetic
captions, outperforming it by 9.1%.

Method CC3M CC12M

CLIP [39] 20.6 36.5
ProtoCLIP [5] 21.5 -
CyCLIP [17] 22.1 -
CLOOB [14] 24.0 -
SoftCLIP [15] 24.2 43.2
DeCLIP [30] 27.2 41.0
CLIP-Rocket [13] 27.4 44.4
BoW [45] 30.3 -
FFF (Ours) 33.4 47.4

Table 3. Zero-shot evaluation on Imagenet in terms of Top-1 (%)
accuracy for a ResNet-50 model pre-trained on CC3M/CC12M.

For completeness, we also adhere to the protocol of pre-
training a ResNet-50 on CC3M, and respectively, CC12M

and then evaluating it for zero-shot classification on Ima-
geNet. As the results from Tab. 3 show, the same conclu-
sions hold. Our method outperforms the previous best result
by 3.1% on CC3M (30.3% vs 33.4%) and 3.0% on CC12M
(44.4% vs 47.4%). See supplementary material for results
on Open30M and Open70M.
Zero-shot retrieval: Consistent with prior work, we
evaluate our approach for zero-shot retrieval on Flickr-
30k [54] and MS-COCO [31] reporting results in terms
of R@{1,5,10} for both text and image retrieval. The re-
sults are summarized in Tab. 2. As it can be observed,
our approach offers significant gains across all metrics and
datasets used, improving on top of the prior state-of-the-
art ALIP [51] by 14.8% and 18.7% in terms of R@1 on
Flickr30k for text, and respectively, image retrieval. Simi-
larly, we outperform the previous best result by 14.9% and
15.0% in terms of R@1 on MSCOCO for text and image
retrieval. This highlights that our approach results in repre-
sentations that can capture subtle and fine-grained details.

6. Ablation studies

For our ablation studies, the results reported are produced
using a ViT-B/16 model pretrained on CC3M dataset.
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Effect of fixing incorrect negatives: herein, we analyze
the effectiveness of the proposed algorithm of Sec. 4.1. By
analyzing the result from Tab. 4, we can observe consis-
tent gains for all 3 cases of interest: a) when using the
web-collected captions (+2.7% gain), b) when using one
pseudo-caption (+3.5% improvement) and c) when all avail-
able pseudo-captions at once (+1.8%). Overall, compared
to the baseline accuracy of 18.6%, our approach improves
by +14.3% (top-1 accuracy of 32.9%). The results show that
our approach provides gains across all options considered.

Fix incorrect negatives Num. captions Top-1 (%)

✗ 0 18.6
✓ 0 21.3
✗ 1 23.3
✓ 1 26.8
✗ 5 31.1
✓ 5 32.9

Table 4. Effect of fixing incorrect negatives: Zero-shot evalua-
tion on ImageNet in terms of Top-1 (%) accuracy.

Effect of different components in Eq. 1: In Eq. 1, the
constructed assignment matrix M is computed from three
feature similarity matrices Sit, Sii and Stt. Herein, we eval-
uate the impact of each of these components. As the results
from Tab. 5 show, viewed independently, the Sit is the most
impactful, as it has a dual effect, both in terms of filter-
ing incorrect pairs and of adjusting for semantically similar
samples. Moreover, the results hold for both ground truth
captions and pseudo-captions.

Assign. Matrix M Num. captions Top-1 (%)

None 0 18.6
Stt > p3 0 18.8
Sii > p2 0 21.3
Sit > p1 0 21.4
Eq. 1 (all) 0 22.0

None 1 23.1
Stt > p3 1 23.6
Sii > p2 1 24.6
Sit > p1 1 26.0
Eq. 1 (all) 1 26.8

Table 5. Effect of different components in Eq. 1: Zero-shot
evaluation on ImageNet in terms of Top-1 (%) accuracy.

Effect of batch text augmentation: Herein, we assess the
impact of training with multiple pseudo-captions within the
same batch, as described in Sec. 4.2. Tab. 6 shows accuracy
vs number of pseudo-captions used during training. As we
can observe, increasing the number of captions increases
the accuracy of the model, inline with the expectations.

As an additional baseline, we compare against a model
trained by randomly sampling 1 out of 5 captions (as op-
posed to using them jointly as proposed in our work) on
CC3M and YFCC-15M. On CC3M the performance drops
by 1.5%, from 32.9% to 31.4%, while on YFCC-v2 from
51.1% to 44.1%. This further highlights the importance of
the proposed batch text augmentation.
Effect of image captioner: We also compare the effect
of using two different state-of-the-art image captioners,
OFA [47] and BLIP-2 [29]. As the results from Tab. 7 show,
both captioners lead to identical performance.

Num. captions 0 1 3 5

Top-1 (%) 18.6 23.3 30.2 31.1

Table 6. Effect of batch text augmentation: Zero-shot evaluation
on ImageNet in terms of Top-1 (%) accuracy.

Image captioner Top-1 (%)

OFA [47] 32.9
BLIP-2 [29] 32.9

Table 7. Effect of the image captioner: Zero-shot evaluation on
ImageNet in terms of Top-1 (%) accuracy.

Comparison with the supervised contrastive loss: To fur-
ther validate the loss choice, we compare against a model
trained with the supervised contrastive loss [22]. For a fair
comparison, both models were trained using the same set-
tings on CC3M. When evaluated for zero-shot classification
on ImageNet, the supervised contrastive model achieved
only 19.0% accuracy vs 21.3% achieved by our model.
Note, that similar results are obtained using a InfoNCE
based loss. This result empirically solidifies the arguments
made in Sec. 4.4.

7. Conclusions
In this work, we propose a new approach to vision-language
pretraining based on multi-positive sample pairing that fixes
incorrect negatives and addresses low caption quality. The
latter is tackled by a newly introduced batch text augmen-
tation strategy, in which multiple new positive pairs are
concomitantly added via synthetic recaptioning. Departing
from the typical contrastive loss, to enable efficient training
under an arbitrary number of positives per sample, we pro-
pose to train the model with a sigmoid loss. In the process,
we highlight the crucial role of noise and caption quality
in vision-language pre-training, offering an in-depth analy-
sis. All in all, we show large improvements over the cur-
rent state-of-the-art method for both zero-shot image recog-
nition (∼ +6% on average of 11 datasets) and retrieval
(∼ +19% on Flickr30k and ∼ +15% on MSCOCO).
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strikes back: An improved training procedure in timm. arXiv
preprint arXiv:2110.00476, 2021. 6

[49] Bichen Wu, Ruizhe Cheng, Peizhao Zhang, Peter Vajda, and
Joseph E Gonzalez. Data efficient language-supervised zero-
shot recognition with optimal transport distillation. arXiv
preprint arXiv:2112.09445, 2021. 3

[50] Jianxiong Xiao, James Hays, Krista A Ehinger, Aude Oliva,
and Antonio Torralba. Sun database: Large-scale scene
recognition from abbey to zoo. In 2010 IEEE computer so-

10



ciety conference on computer vision and pattern recognition,
pages 3485–3492. IEEE, 2010. 6

[51] Kaicheng Yang, Jiankang Deng, Xiang An, Jiawei Li, Ziy-
ong Feng, Jia Guo, Jing Yang, and Tongliang Liu. Alip:
Adaptive language-image pre-training with synthetic cap-
tion. In Proceedings of the IEEE/CVF International Con-
ference on Computer Vision, pages 2922–2931, 2023. 1, 4,
6, 7, 11, 12

[52] Lewei Yao, Runhui Huang, Lu Hou, Guansong Lu, Minzhe
Niu, Hang Xu, Xiaodan Liang, Zhenguo Li, Xin Jiang, and
Chunjing Xu. Filip: Fine-grained interactive language-image
pre-training. arXiv preprint arXiv:2111.07783, 2021. 1, 7

[53] Haoxuan You, Luowei Zhou, Bin Xiao, Noel Codella, Yu
Cheng, Ruochen Xu, Shih-Fu Chang, and Lu Yuan. Learn-
ing visual representation from modality-shared contrastive
language-image pre-training. In European Conference on
Computer Vision, pages 69–87. Springer, 2022. 1

[54] Peter Young, Alice Lai, Micah Hodosh, and Julia Hocken-
maier. From image descriptions to visual denotations: New
similarity metrics for semantic inference over event descrip-
tions. Transactions of the Association for Computational
Linguistics, 2:67–78, 2014. 1, 7

[55] Xiaohua Zhai, Basil Mustafa, Alexander Kolesnikov, and
Lucas Beyer. Sigmoid loss for language image pre-training.
arXiv preprint arXiv:2303.15343, 2023. 2, 4, 6

A. Additional comparisons with state-of-the-
art

A.1. Zero-shot recognition on Open30M and
Open70M datasets

To further showcase the scalability of our approach, we fol-
low [16, 26], pretraining our method on a combination of 4
publicly available datasets, dubbed Open30M (see Tab. 13
for composition). The pretraining hyperparameters remain
the same as for YFCC. Once trained, we evaluate it in a
zero-shot manner on the same suite of 11 datasets. As the
results from Tab. 8 show, our approach outperforms all prior
methods, improving upon the prior best result of [16] by
+4.7% aggregated over 11 datasets, including by +3.1% on
ImageNet.

Finally, we extend the Open30M images dataset by
adding RedCaps [10], OpenImages-8M [25] and YFCC-
v1, creating Open70M. As the results from Tabs. 8 and 10
show, our approach scales well, with consistent gains for
both zero-shot retrieval and classification.

A.2. Linear probe

In addition to zero-shot evaluation, we also present linear
probe results in Tab. 9 for models pre-trained on YFCC15M
and in Tab. 11 for models pre-trained on Open30M. Similar
to zero-shot experiments, we use the clip-benchmark
repository2 to run these experiments. For each dataset, we

2https://github.com/LAION-AI/CLIP_benchmark

cache the features of the training and test sets, and then
use the training set’s features and its ground-truth labels
to train a linear layer on top. The linear linear is trained
for 20 epochs using the standard cross-entropy loss and
AdamW optimizer with a learning rate of 0.1, no weight
decay, and a cosine learning rate scheduler. The trained lin-
ear layer is then used over the cached test features to ob-
tain the accuracy. Similar to zero-shot experiments, our ap-
proach outperforms previous methods by large margins, i.e.,
+7.0% with YFCC15M pertaining (Tab. 9) and +6.2% with
Open30M pertaining over 11 image classification datasets.

B. Additional ablation studies
Sensitivity to the threshold value: The selection of thresh-
old values is intuitive, and the model is generally forgiving
within a certain plateau of values. For Stt and Sii, they are
simply set to high values to target nearly identical samples.
For Sit, we start from the mean score of the positive pairs,
which is 0.29, and explore a few adjacent values, noting
that all values located in the same vicinity perform well as
shown in Tab. 12.

C. Zero-shot classification prompts
For zero-shot recognition, we align with prior work [39,
51], using the same list of prompts. The full list is defined
in Tab. 14.

D. Zero-shot retrieval evaluation considera-
tions

As the synthetic captions are generated by models pre-
trained on external data, a reasonable question to ask is
wherever there is potential data leakage. For the Flick30k
dataset, no such issues are present, as BLIP2 did not use
any data from the training set of Flickr30k during any of
its training phases. For MSCOCO, we note that only 100k
out of 120M samples used for training BLIP2 were images
from the COCO training set, hence the impact is likely min-
imal, if any. We note here that the current state-of-the-art
method, ALIP, is subject to the same potential issue, as they
also make use of synthetic captions produced by a model
that was pre-trained on MSCOCO data (i.e. OFA).
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UniCLIP-ViT-B/32 [26] Open30M 87.8 56.5 64.6 69.2 8.0 61.1 19.5 36.6 84.0 4.7 54.2 49.7
HiDeCLIP-ViT-B/32 [16] Open30M 80.4 54.2 68.9 73.5 66.1 65.2 26.8 44.1 87.8 7.2 56.9 57.4

FFF-ViT-B/32 (Ours) Open30M 92.4 73.6 70.4 79.9 64.1 67.7 41.2 44.3 84.1 5.2 60.0 62.1

FFF-ViT-B/32 (Ours) Open70M 92.7 73.7 79.8 78.8 68.3 68.7 47.3 51.1 86.5 5.3 65.9 65.3

Table 8. Zero-shot classification performance on 11 downstream datasets. Results taken from [16].
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CLIP-ViT-B/32 [39] YFCC15M 86.5 64.7 69.2 64.6 90.6 66.0 24.9 61.3 79.1 23.1 63.0
DeCLIP-ViT-B/32 [30] YFCC15M 89.2 69.0 75.4 72.2 94.4 71.6 31.0 68.8 87.9 27.6 68.7
HiCLIP-ViT-B/32 [16] YFCC15M 89.5 71.1 73.5 70.6 91.9 68.8 30.8 63.9 84.8 27.4 67.2
HiDeCLIP-ViT-B/32 [16] YFCC15M 88.1 70.7 77.6 75.5 95.6 72.2 36.0 70.1 90.0 32.6 70.8
ALIP-ViT-B/32 [51] YFCC15M 94.3 77.8 75.8 76.0 95.1 73.3 33.6 71.7 88.5 36.1 72.2

FFF-ViT-B/32 (Ours) YFCC15M 93.9 78.4 80.3 84.9 94.7 96.2 55.5 72.2 99.9 36.5 79.2

Table 9. Linear probe classification performance on various downstream datasets. All models were pre-trained on YFCC15M. Results
taken from [51].

Text retrieval Image retrieval
Flickr30k MSCOCO Flickr30k MSCOCO

Method
Pre-train
dataset R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

FFF-ViT-B/32 (Ours) YFCC-15M 85.3 97.5 99.4 61.7 84.5 90.4 67.6 89.1 93.3 44.3 70.9 80.1
FFF-ViT-B/32 (Ours) Open30M 87.9 99.2 99.6 64.2 85.8 91.7 72.0 91.4 94.9 46.4 72.6 81.6
FFF-ViT-B/32 (Ours) Open70M 87.5 98.1 99.3 66.6 86.6 91.6 72.9 92.4 95.7 49.1 74.9 83.2

Table 10. Zero-shot image-text retrieval on the test splits of Flickr30k and MSCOCO for models pretrained on YFCC-15M, Open30M and
Open70M.
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CLIP-ViT-B/32 [39] Open30M 92.0 74.7 78.8 80.7 93.7 72.6 55.9 71.4 88.6 29.7 73.8
HiCLIP-ViT-B/32 [16] Open30M 92.8 75.8 80.5 81.3 94.4 73.6 59.4 72.2 90.3 33.6 75.4
DeCLIP-ViT-B/32 [30] Open30M 93.1 76.9 82.0 82.7 96.0 74.9 59.8 74.5 92.6 32.7 76.5
HiDeCLIP-ViT-B/32 [16] Open30M 92.7 75.6 82.9 83.3 95.7 75.6 62.8 74.5 92.0 35.8 77.1

FFF-ViT-B/32 (Ours) Open30M 96.6 84.1 83.8 87.4 95.7 97.3 74.1 75.5 99.9 38.7 83.3

Table 11. Linear probe classification performance on various downstream datasets. All models were pre-trained on Open30M. Results
taken from [16].
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0.26 0.27 0.28 0.29 0.3

32.4 32.9 32.8 32.8 32.5

Table 12. Effect of the Sit threshold (p1): Zero-shot evaluation
on Imagenet in terms of Top-1 (%) accuracy.

Pre-train dataset Number of examples

SBU 844,574
CC12M 10,503,723
CC3M 2,876,999
YFCC15M-V2 14,864,773

Open30M 29,090,069

Table 13. Number of examples per each training dataset.
Open30M is the combination of all four datasets, i.e., SBU,
CC3M, CC12M and YFCC15M-V2.
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CIFAR 10 & CIFAR 100
a photo of a {label}. a blurry photo of a {label}. a black and white photo of a {label}. a low contrast photo of a {label}.
a high contrast photo of a {label}. a bad photo of a {label}. a good photo of a {label}. a photo of a small {label}.
a photo of a big {label}. a photo of the {label}. a blurry photo of the {label}. a black and white photo of the {label}.
a low contrast photo of the {label}. a high contrast photo of the {label}. a bad photo of the {label}. a good photo of the {label}.
a photo of the small {label}. a photo of the big {label}.

Food101
a photo of {label}, a type of food.

Caltech101
a photo of a {label}. a painting of a {label}. a plastic {label}. a sculpture of a {label}.
a sketch of a {label}. a tattoo of a {label}. a toy {label}. a rendition of a {label}.
a embroidered {label}. a cartoon {label}. a {label} in a video game. a plushie {label}.
a origami {label}. art of a {label}. graffiti of a {label}. a drawing of a {label}.
a doodle of a {label}. a photo of the {label}. a painting of the {label}. the plastic {label}.
a sculpture of the {label}. a sketch of the {label}. a tattoo of the {label}. the toy {label}.
a rendition of the {label}. the embroidered {label}. the cartoon {label}. the {label} in a video game.
the plushie {label}. the origami {label}. art of the {label}. graffiti of the {label}.
a drawing of the {label}. a doodle of the {label}.

Stanford Cars
a photo of a {label}. a photo of the {label}. a photo of my {label}. i love my {label}!
a photo of my dirty {label}. a photo of my clean {label}. a photo of my new {label}. a photo of my old {label}.

DTD
a photo of a {label} texture. a photo of a {label} pattern. a photo of a {label} thing. a photo of a {label} object.
a photo of the {label} texture. a photo of the {label} pattern. a photo of the {label} thing. a photo of the {label} object.

FGVC Aircraft
a photo of a {label}, a type of aircraft. a photo of the {label}, a type of aircraft.

Flowers102
a photo of a {label}, a type of flower.

Pets
a photo of a {label}, a type of pet.

SUN39
a photo of a {label}. a photo of the {label}.

ImageNet
a bad photo of a {label}. a photo of many {label}. a sculpture of a {label}. a photo of the hard to see {label}.
a low resolution photo of the {label}. a rendering of a {label}. graffiti of a {label}. a bad photo of the {label}.
a cropped photo of the {label}. a tattoo of a {label}. the embroidered {label}. a photo of a hard to see {label}.
a bright photo of a {label}. a photo of a clean {label}. a photo of a dirty {label}. a dark photo of the {label}.
a drawing of a {label}. a photo of my {label}. the plastic {label}. a photo of the cool {label}.
a close-up photo of a {label}. a black and white photo of the {label}. a painting of the {label}. a painting of a {label}.
a pixelated photo of the {label}. a sculpture of the {label}. a bright photo of the {label}. a cropped photo of a {label}.
a plastic {label}. a photo of the dirty {label}. a jpeg corrupted photo of a {label}. a blurry photo of the {label}.
a photo of the {label}. a good photo of the {label}. a rendering of the {label}. a {label} in a video game.
a photo of one {label}. a doodle of a {label}. a close-up photo of the {label}. a photo of a {label}.
the origami {label}. the {label} in a video game. a sketch of a {label}. a doodle of the {label}.
a origami {label}. a low resolution photo of a {label}. the toy {label}. a rendition of the {label}.
a photo of the clean {label}. a photo of a large {label}. a rendition of a {label}. a photo of a nice {label}.
a photo of a weird {label}. a blurry photo of a {label}. a cartoon {label}. art of a {label}.
a sketch of the {label}. a embroidered {label}. a pixelated photo of a {label}. itap of the {label}.
a jpeg corrupted photo of the {label}. a good photo of a {label}. a plushie {label}. a photo of the nice {label}.
a photo of the small {label}. a photo of the weird {label}. the cartoon {label}. art of the {label}.
a drawing of the {label}. a photo of the large {label}. a black and white photo of a {label}. the plushie {label}.
a dark photo of a {label}. itap of a {label}. graffiti of the {label}. a toy {label}.
itap of my {label}. a photo of a cool {label}. a photo of a small {label}. a tattoo of the {label}.

Table 14. The list of prompts used to evaluate the performance of zero-shot classification on 11 visual recognition datasets.
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